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We investigate the effect of coupling delays on the synchronization properties of several network
motifs. In particular, we analyze the synchronization patterns of unidirectionally coupled rings,
bidirectionally coupled rings, and open chains of Kuramoto oscillators. Our approach includes an
analytical and semianalytical study of the existence and stability of different in-phase and out-of-
phase periodic solutions, complemented by numerical simulations. The delay is found to act dif-
ferently on networks possessing different symmetries. While for the unidirectionally coupled ring
the coupling delay is mainly observed to induce multistability, its effect on bidirectionally coupled
rings is to enhance the most symmetric solution. We also study the influence of feedback and
conclude that it also promotes the in-phase solution of the coupled oscillators. We finally discuss
the relation between our theoretical results on delay-coupled Kuramoto oscillators and the synchro-
nization properties of networks consisting of real-world delay-coupled oscillators, such as semicon-
ductor laser arrays and neuronal circuits. © 2008 American Institute of Physics.

[DOLI: 10.1063/1.2953582]

Complex networks are studied in scientific fields varying
from social sciences to biology. Network motifs are major
constituents of larger networks of oscillators and the de-
termination of their properties can provide an intermedi-
ate step to better understand the emergent behaviors in
larger collections. One of those dynamical processes is the
synchronization phenomenon. A coupling delay may
naturally appear in the interaction between the nodes, as
the propagation time of a signal. This delay may modify
dynamics drastically, giving rise to new collective behav-
ior and different synchronization patterns. In this paper
we study the synchronization patterns, concentrating on
periodic solutions appearing in unidirectional rings, bidi-
rectional rings and open chains of Kuramoto oscillators;
patterns of interconnectedness which appear as network
motifs. We show that some networks show a tendency to
adjust their phases in the presence of coupling delays,
while in other configurations nonuniform states are as
likely as the fully synchronized state. We then try to re-
late our results on Kuramoto oscillators to the synchro-
nization behavior observed networks of semiconductor
lasers and neuronal circuits.

I. INTRODUCTION

Complex systems of diverse origin are often organized
in topologies with global statistical properties that are quali-
tatively different from those of random or perfectly ordered
structures.'? The study of these architectures of interactions
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involving many nodes has gained considerable interest in
fields ranging from social sciences to systems biology.‘z’4 A
multitude of complex networks define relations between
nodes which are not static entities but may even follow their
own dynamical rules of evolution. The topology of the net-
work turns out to be a fundamental ingredient in defining the
collective properties of the system dynamics.s’6

The synchronization phenomenon is one of the most im-
portant examples of a self-organized dynamical process oc-
curring in such coupled systems.7’8 Synchronization, being in
general the adjustment of rhythms between interacting ele-
ments, has been experimentally or numerically reported in
brain activity,9’10 laser arrays,”‘12 Josephson junctions,”’14
coupled logistic mapsG’lsf17 or social behavior,'® to mention a
few examples. In many cases the appearance of synchroni-
zation is considered to be a fundamental property of the
system.19 Furthermore, synchronization of complex dynam-
ics has proven to be attractive and essential for practical
applications.20

A major contribution to understand the design principles
and dynamics of complex networks was the proposal to de-
compose such structures into the small repeating patterns of
interconnectedness that conform the network, the so-called
network motifs.*' The analysis of which and how often these
building blocks (typically made of only few nodes) appear in
a given network allows us to gain insight into the network
function and rules of evolution.”>** Moreover, network mo-

© 2008 American Institute of Physics
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tifs may constitute a basis to define universal classes of net-
works in spite of their very different origin.

In this article we analyze the fundamental properties of
synchronization of several of these networks motifs. Global
dynamics can in general be affected by the symmetry of the
topological arrangement of such elements.>***" In particu-
lar, we investigate the synchronization solutions of delay-
coupled oscillators arranged in unidirectional and bidirec-
tional rings as well as those of open chains. These modules
are major constituents of larger networks of oscillators and
the determination of their properties can provide an interme-
diate step to better understand the emergent behaviors in
larger collections of coupled oscillators.”® Temporal latencies
arising as a consequence of the finite propagation velocity of
interactions (for example, when a given perturbation needs to
propagate along the physical separation between systems)
sometimes have to be explicitly taken into account in the
coupling between oscillators. This is always the case, when
the coupling times become comparable or even larger than
the oscillation time scales of the individual oscillators, for
example, for coupled semiconductor lasers or connected neu-
ronal assemblies in the brain. Mathematically, introducing a
delay into the coupling between differential equations trans-
forms the finite system into an infinite-dimensional one. We
focus here on the influence of coupling delays and symmetry
on the synchronization patterns arising in networks of
oscillators.”

The paper is organized as follows: In the next section we
introduce the modeling equations of Kuramoto oscillators
and present the basic notation. In Sec. III we reconsider the
case of two mutually delay-coupled Kuramoto oscillators
and extend the analysis to open chains and arrays with de-
layed feedback. We continue with an analysis of unidirec-
tionally delay-coupled rings of phase oscillators in Sec. IV.
There, we establish a general stability criterion for both in-
phase and out of phase types of frequency-locked solutions.
Bidirectional rings are investigated in Sec. V, where we de-
scribe how the coupling delay can act as a symmetry-
restoring parameter. Finally, we discuss our results on the
context of delay-coupled systems and specific applications in
laser dynamics and neuroscience.

Il. NETWORKS OF KURAMOTO OSCILLATORS
WITH TIME DELAY

In our analysis, a Kuramoto system is used to describe
the oscillatory dynamics of each node in the network. We
have chosen this approach for two main reasons. First,
phase-reduction techniques show that for weak coupling
strengths several important classes of interacting oscillators
can be approximated by Kuramoto equations.w’31 Second,
such simple and generic model of limit-cycle oscillators al-
lowed us to perform some analytical calculations. In the next
sections we describe how the symmetry of the network mod-
ules and the delay determine the basic synchronization solu-
tions into which the oscillators can self-organize.

Our networks consist of identical Kuramoto phase oscil-
lators which topology is represented by the adjacency matrix
A and which dynamics follows the equation
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FIG. 1. (Color online) A schematic representation of two mutually coupled
oscillators.

0)(t) = wy + SE Ay sin[0;(t = T) - 6(0)], (1)
J

where 6, represents the phase variable, K stands for the cou-
pling strength, ¢ is the degree of the node i, the prime de-
notes derivation with respect to time, and 7 is the transmit-
ting delay associated with the noninstantaneous interaction
between oscillators.

Schuster and Wagner were the first to study two mutu-
ally coupled Kuramoto elements in the presence of a cou-
pling delay.24 The delay was then found to act as an inducer
of multiple frequency-locked solutions. Yeung and Strogatz
extended this study to another elemental configuration. They
investigated a population of globally coupled oscillators in-
teracting with time delay and established stability criterion
for the fully synchronous solutions as well as locked and
disordered states.”” In the context of delay-coupled semicon-
ductor lasers, Kozyreff, Vladimirov, and Mandel studied glo-
bally coupled networks of a finite number of Kuramoto
oscillators.*

Another major result is reported by Earl and Strogatz:34
a stability criterion is derived for a uniform state, valid for
any delay-coupled network of identical phase oscillators with
a constant degree and an arbitrary coupling function f. The
synchronous state, with locking frequency (), in the presence
of a coupling delay T is stable if and only if

Kf' (- QT) >0, (2)

where f’ denotes the derivative of f with respect to time. For
sinusoidally coupled oscillators, as in the Kuramoto case,
this criterion reads

K cos(QT) > 0. (3)

The stability of an in-phase periodic solution hence only
depends on the coupling function and the delay and not on
the details of the network topology. However, the ability of a
network to show total synchronization does not only depend
on the occurrence and stability of this uniform solution, but
also on the existence and stability of competing nonuniform
solutions. Such states are determined by the network topol-
ogy and the delay. These parameters can thus modify the
collective behavior of the network as we shall see in the
following.

lll. TWO MUTUALLY COUPLED KURAMOTO
OSCILLATORS

We first reconsider the system studied by Schuster and
Wagner:24 two Kuramoto oscillators coupled with delay. A
sketch of this configuration is shown in Fig. 1. Schuster and
Wagner considered two detuned oscillators,24 while we as-
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sume the elements to be identical, as we are interested in
networks possessing a symmetry. The dynamical behavior is
modelled by

Hi(t) = W +K Sin[ez(t— T) - 91(1‘)],
4)
05(t) = wy + K sin[ 6,(r = T) — 6,(r)].

We can rescale the variables, eliminating the natural fre-
quency w,

K=—,
0]

7= wyT.

The equation of motion (4) becomes

0,(t) =1 + « sin[ 0y(1 — 7) — 6,(1)],
(5)
6,(1) = 1 +  sin[ 6,(r — 7) — 65(1)],

where time is measured in units of wyt.

Without delay Eq. (5) can be reduced to the Adler equa-
tion. If the coupling strength « is chosen positive, the cou-
pling is attractive. The oscillators will evolve to a symmetric
state 6,(1)=6,(r)=t. If k<0, i.e., the oscillators are coupled
repulsively, they tend towards an antiphase oscillation
0,(1)=6,(1) + m=t.

In the presence of a coupling delay, the system still ex-
hibits frequency-locked symmetric and antisymmetric states.
However, due to the delayed coupling, multiple solutions
with different locking frequencies become possible. For the
in-phase state, these frequencies can be found by solving

w=1-ksin(w7). (6)

The stability of these solutions is given by Eq. (3), with
Q) =wyw. The locking frequencies corresponding to the anti-
symmetric solutions, are implicitly given by

w=1+ ksin(w7). (7)

The stability of the antiphase solutions can be determined
analogously to the method used by Earl and Strogatz.34 An
antiphase solution is stable if and only if

Kkcos wT<0. (8)

Stable in-phase and antiphase solutions are thus ex-
changed when the sign of the coupling strength « is reversed,
but this is only due to the symmetry of the coupling function.
In Fig. 2 the different locking frequencies are shown as a
function of the delay time. Branches of stable symmetric and
antisymmetric frequencies alternate with each other, both
varying from 1+|«| to 1-|«|. In Fig. 3 the stable parameter
ranges are plotted for both states. As long as 7</[2(1
+|«|)], the delay does not significantly alter the dynamical
behavior. For small coupling strength, the system will jump
from one solution to the other for increasing coupling delay,
while for stronger coupling multiple solutions coexist. The
delay here mainly induces multistability.

Chaos 18, 037116 (2008)
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FIG. 2. (a) Shows a graphical determination of the locking frequencies,
given by Egs. (6) and (7), for two mutually coupled elements. The intersec-
tions with the full black curve correspond to stable in-phase solutions, those
with the dashed curves to stable antiphase states. Intersections with the
dotted lines correspond to unstable locking frequencies. The parameters
were chosen as k=—0.3 and 7=10. In (b) the locking frequencies of two
mutually coupled Kuramoto oscillators are shown for varying delay, and a
coupling strength of k=-0.3. The full curve corresponds to stable in-phase
solutions, the dashed curves to stable antiphase solutions, and the dotted
lines represent unstable frequency-locked solutions.

A. Open chains of Kuramoto oscillators

We have also studied a generalization of the former con-
figuration by analyzing an arbitrarily number of elements
interacting bidirectionally in an open chain topology. n Kura-
moto oscillators arranged in such geometry can be described
by

6,(1) =1+ e sin[ 6y(t = 7) — 6,(1)],

91’(1‘) =1+ g{Sin[aiH(t - 7) = 0] +sin[6_,(r - 1) - 6,(1)]},
)
‘.911(t) =1+ K Sin[an—l(t_ T) - an(t)]’

where 2<<i<n-1. The inner oscillators are coupled with
only half of the individual coupling strength, as they are

T
20
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K|
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FIG. 3. (Color online) Stable regions in parameter space, for two mutually
Kuramoto oscillators. Stability is calculated using Egs. (3) and (8). The
coupling is repulsive. Black: only stable in-phase solutions exist; white: only
stable antiphase solutions exist; gray: the two states coexist.



037116-4 D’Huys et al.

FIG. 4. (Color online) Sketch of two oscillators coupled with feedback.

connected to two other elements. The mathematical analysis
is similar to those of only two coupled elements: all oscilla-
tors move periodically either in-phase with each other, or the
even-numbered oscillators are antiphase with the odd-
numbered ones. The stable locking frequencies for both
states are the same as for just two coupled elements. If we do
not scale the coupling strength of the inner oscillators, the
outer ones show a small phase offset (upon the possible
phase difference of ) with respect to the middle oscillators.
This phase difference originates from the fact that the outer
elements receive less input than the inner ones.

In particular, in a chain of three elements, in the in-phase
solution all three oscillators are in phase, while in the an-
tiphase state the two outer oscillators are in antiphase with
the middle one (and in-phase with each other). Consequently,
the synchronization between two elements coupled through a
third relay element—or equivalently, between the outer ele-
ments in a chain of three—is stronger than between two (di-
rectly) coupled elements. In-phase and antiphase solutions
can coexist in the latter configuration, while in a chain of
three elements the outer elements will always synchronize
in-phase, regardless of whether the coupling is repulsive or
attractive, for any value of the coupling strength and the
coupling delay. Our numerical simulations indicate that even
a detuning of the middle oscillator with respect to the outer
ones does not destroy the symmetric behavior.

B. The influence of feedback

As a next step we add a delayed feedback term to Egs.
(5). In Fig. 4 the scheme of two oscillators interacting in this
topology is represented. We consider the same values for the
coupling delay and the feedback delay.

The system is then modelled by

am=1+§@d@u—ﬂ—am1

+sin[6,(t—7) - 6,()1},
(10)

@m=1+§mqmu—ﬂ—®m]

+sin[6,(1— 7) = 6,(1)]}.

With feedback the system has a stronger symmetry than
without feedback; the oscillators always get the same input,
no matter if they are in phase or not, while in Eq. (5) the
components only get the same input provided that they are
in-phase or antiphase.

The system with feedback only admits synchronous or
antisynchronous frequency-locked solutions, just as the sys-
tem without feedback. For the in-phase solutions, the locking
frequencies do not change due to the introduction of the

Chaos 18, 037116 (2008)
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FIG. 5. The time trace of [ ,(z)— 6,(¢)]/ 7 is plotted, for two delay-coupled
Kuramoto oscillators with feedback [as described by Eq. (10)]. The coupling
delay is chosen as 7=6 and the coupling strength is chosen as k=-0.3. The
period of the oscillations is 24.

feedback; a linear stability analysis leads to the same stabil-
ity criterion, Eq. (3). But when the oscillators are in an-
tiphase, the two coupling terms cancel in Eq. (10), resulting
in only one locking frequency w=1.

A linear stability analysis around the antiphase solution
leads to the following characteristic equation:

(2N = k cos e )2 = k% cos? Te M

S N=kcos e M (11)

or A=0. (12)

The zero-root corresponds to global phase changes. For zero
delay the antisynchronous state is stable if x<<0. For non-
zero delay and nonzero root, we separate Eq. (11) in a real
and imaginary part

Re(\) = u =k cos 7¢™#" cos(o7), (13)

Im(\) = 0=- Kk cos e *" sin(o7). (14)

If kcos 7>0, we can always choose o=0. In this case
Eq. (13) always has a positive solution, meaning the an-
tiphase solution is unstable. If « cos 7<<0, stability depends
on the factor cos 7. From Eq. (14) it is clear that a solution
for which cos 07<<0 is only possible if —«x7cos 7= /2. The
antiphase state hence loses and regains stability in a Hopf
bifurcation if cos(o7)=0 and o7=m/2=—k7cos 7. Numeri-
cally we find for some parameter sets oscillatory solutions
emerging at this Hopf bifurcation point. (Numerical simula-
tions were performed with “Dynamics Solver” by J. M. Agu-
irregabiria. We used a Runge—Kutta 4 integration code, with
a step size of 0.001.) The two oscillators have the same mean
frequency, but the phase difference varies periodically with a
period of 47, as shown in Fig. 5. The origin of this solution
can be understood analytically: the limit cycle oscillation
period at the Hopf bifurcation point is given by 27/ o=4r.

In the presence of a mismatch between feedback delay
time and coupling delay time, and between feedback strength
and coupling strength, exact in-phase and antiphase periodic
solutions are still found numerically. Similar oscillations are
also observed if the mismatches are small. The oscillation
period is then not any more exactly equal to four times the
coupling delay. However, the locked antiphase solution gains
stability as the mismatch grows.

The parameter ranges which admit stable in-phase or
antiphase frequency-locked solutions, are plotted in Fig. 6.
For small values of the coupling strength, the two states still
alternate with respect to each other when we increase the
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FIG. 6. (Color online) Parameter sets allowing stable in-phase or antiphase
frequency-locked solutions, and oscillatory solutions, for two delay-coupled
Kuramoto oscillators with feedback. The coupling is chosen to be repulsive.
Stability is calculated using Eq. (3) for the in-phase state and Eq. (11) for the
antiphase state. Black: only in-phase solutions are stable; white: only an-
tiphase solutions are stable; gray: the two types of solutions coexist; dark
gray: stable in-phase solutions may coexist with oscillatory solutions.

delay, just like in the situation without feedback. However,
the in-phase states are stable for a larger range of delay times
than the antiphase states. Between the Hopf bifurcation lines
antiphase frequency-locked solutions are unstable, but stable
oscillatory (unlocked) solutions may coexist with in-phase
locked solutions.

For small delays the solutions of the two networks con-
sisting of two components are similar with and without feed-
back. However, antiphase frequency-locked solutions are
only stable for small delays, or small coupling strength. For
larger coupling strength and delay we may find oscillatory
solutions, which always coexist with in-phase solutions. In
this network the delay can be seen as a symmetrizing param-
eter, as the in-phase solutions are stable for considerable
larger areas in parameter space than the antiphase and oscil-
latory solutions.

IV. UNIDIRECTIONAL RINGS

We continue with a unidirectional ring of n Kuramoto
oscillators, where each oscillator is coupled to exactly one of
its neighbors. A schematic representation of such networks is
shown in Fig. 7. This network is invariant under rotations by
2kar/n; its symmetry group is the cyclic group Z,. The sys-
tem is described by the following equation:

0;=1+ ksin[6;,,(r— 7) = 6,(1)], (15)

where n+1=1.

FIG. 7. (Color online) Unidirectionally coupled rings of three and four
elements.

Chaos 18, 037116 (2008)

This network admits n different frequency-locked solu-
tions

.
0,1) = wt + kA with Ap="L", 0<j<n. (16)
n

If j=0, all oscillators move in-phase, and the dynamics ex-
hibit the full network symmetry. The other solutions are
characterized by spatiotemporal symmetries, as the system is
invariant under the combination of a rotation and a time
shift. Although other, unlocked, solutions cannot be ex-
cluded, these were the only ones we found numerically.
The locking frequency w is then implicitly given by

w=1+ksin(Ad— w7). (17)

In order to obtain information about the stability of the
different solutions, we perform a linear stability analysis.
The evolution of a small perturbation &(f) = e to the solution
(17) is described by

8(1) = k cos(Ap — wn)[— 6(1) + e ™A,,6,,(1)], (18)
where A denotes the adjacency matrix
010
A= 0 0 (19)
1 00

We will not consider the case cos(A¢—w7)=0. In this
limit case a nonlinear stability analysis is required.

The adjacency matrix A has eigenvectors (1,...,1), with
eigenvalue 1, and [1,exp(2mmi/n),exp(4mi/n),...] with
eigenvalues exp(2mari/n). The first eigenmode corresponds
to global phase changes and is neutrally stable for any value
of the coupling delay. The other eigenmodes represent trav-
eling waves along the ring. If we now apply a perturbation
along such an eigenmode, we obtain for the eigenvalues of
the characteristic equation (18),

A=k cos(Adp— w7)(— 1 + e Ne2mmim), (20)

For zero delay, a solution is stable if « cos A¢p>0. The
growth rate A depends continuously on the delay time 7. If a
state loses stability, the values of w and 7 must correspond to
a pure imaginary eigenvalue N=io. As the characteristic
equation (20) does not admit such solutions, we can establish
a stability criterion: A state 6,(f)=wt+kA¢ is stable if and
only if

Kk cos(Agp— wr) > 0. (21)

If A¢=0, this criterion reduces to the criterion for the in-
phase solution, Eq. (3). For A¢=, we find the criterion for
the antisymmetric state in a network of two coupled Kura-
moto oscillators, Eq. (8).

This result can easily be generalized; if the phase oscil-
lators are coupled through an arbitrary function f, an (an-
tiphase) state is stable if and only if xf’'(A¢d—w7)>0. We
can also prove Eq. (21) following the method of Earl and
Strogatz.34

The different states obey a very similar stability crite-
rion, the different solutions are stable over comparable pa-
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FIG. 8. The locking frequencies [determined by Eq. (17)] for a unidirec-
tionally coupled ring of three Kuramoto oscillators are plotted for varying
delay, and a coupling strength k=—0.3. The full curve corresponds to stable
in-phase solutions, the dashed curve to stable out-of-phase solutions with
A¢=4m/3, the curve with the long dashes represents stable out-of-phase
solutions with A¢=27/3, and the dotted lines correspond to unstable
frequency-locked solutions. The stability of the locking frequencies is de-
rived from Eq. (21).

rameter ranges. The delay mainly acts as an inducer of mul-
tiple solutions; it does not enhance the stability of one of the
different states. Consequently, uniform synchronization is
not more likely than the less symmetric synchronization
states. To illustrate this we examine the behavior of unidirec-
tional rings of three and four elements. Figure 8 represents
the different locking frequencies for a ring of three elements
for a fixed coupling strength. For each of the three different
states (Ap=0, Ap=27/3, and A¢p=47/3), the frequency
varies continuously from 1+|«| to 1—|«| for increasing delay,
without changing its stability. Each state has on average the
same number of stable locking frequencies. In the bifurcation
diagram of a unidirectional ring of four elements, as shown
in Fig. 9, the four different states show the same character-
istics.

Figure 10 shows the sets of parameters allowing stable
frequency-locked solutions. For small values of the coupling
strength or the delay only one or two solutions coexist, while
for larger values the different states coexist. In comparison to
a ring of only two elements (as shown in Fig. 3), introducing
more elements leads to a richer spectrum, with more coex-
isting states.

FIG. 9. The different locking frequencies are shown for varying delay, for a
ring of four unidirectionally coupled Kuramoto oscillators. The coupling
strength is chosen to be k=-0.3. The full curve corresponds to stable in-
phase solutions, the dashed curves to stable out-of-phase solutions with
A¢==* /2 and the long dashed curve represents the antisymmetric state
A¢=1. The dotted lines represent unstable frequency-locked solutions. The
locking frequencies are calculated using Eq. (17), and their stability is given
by Eq. (21).

Chaos 18, 037116 (2008)
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FIG. 10. (Color) Stable regions in parameter space, for a ring of three
unidirectionally coupled Kuramoto oscillators. Stability is calculated using
Egs. (17) and (21). The coupling is repulsive. Red: only stable in-phase
solutions exist; blue: only stable out-of-phase solution exist A¢=27/3; yel-
low: only stable out-of-phase solutions exist, A¢=4/3; green: both types
of out-of-phase solutions coexist; orange: the solutions A¢=27/3 and A¢
=0 coexist; purple: the solutions A¢p=47/3 and A¢p=0 coexist; gray: the
three solutions coexist.

V. BIDIRECTIONAL RINGS

In a bidirectional ring each oscillator is coupled to its
two neighbors. The network has both rotational and mirror
symmetry, described by the dihedral group D,. In Fig. 11 a
sketch of such networks is shown. The dynamical behavior is
modelled by

=1+ g{sin[em(r — 1) - 6(0]

+sin[0_,(t—= 7 - 6:)]}, (22)

where 1=n+1.
We investigate the same frequency-locked solutions as in
the unidirectional ring

() =wt+kA¢p with A¢= 2]777 js< g (23)
Due to the mirror symmetry of the network, a solution is
invariant when we change the sign of A ¢. We can hence only
distinguish half as much different out-of-phase states as for
the unidirectional ring.

We find the locking frequency w by solving the equation,

w=1-ksin(wr)cos Ad. (24)

FIG. 11. (Color online) Sketch of three and four bidirectionally coupled
oscillators.
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While in unidirectional rings we find on average the
same number of locking frequencies for each state for a fixed
coupling delay, the number of locking frequencies of a state
scales with cos A¢ in a bidirectional ring.

We apply a linear stability analysis and obtain the fol-
lowing dynamics for a small perturbation &) to the solution
(23):

5(1) = k cos A cos wi— 8(t) + e B, 5,,(1)], (25)

with
0 1+x 0 1-x
1l 1-x O 1+x 0
B=— )
1+x O 1-x O

and x=tan A¢ tan wT.

The matrix B does not coincide with the adjacency ma-
trix of the network in this case. B has eigenvectors
{1,exp(ikm/n), ... exp[2i(n—k)7/n]} with eigenvalues
cos(2kar/n)+ix sin(2k7r/n) and the eigenvector (1,...,1) with
eigenvalue 1 (corresponding to global phase changes).

Again, we perform a stability analysis along an
eigenvector and obtain the following equation for the eigen-
value \,

N 2k
N=kcosA¢cos wr| —1+e | cos —
n
o 2k
+ i tan w7 tan A¢ sin —)] (26)
n

Without delay, a solution is stable if « cos A¢>0. However,
a solution may lose stability through a Hopf bifurcation as
we increase the delay continuously. We can already note that
a Hopf bifurcation is not possible if |tan w7tan Ag|<1.

We next investigate two particular values of A¢. A so-
lution A ¢p= 7 refers to a state where each oscillator moves in
phase with its second nearest neighbors and in antiphase with
its nearest neighbors. It occurs if the ring has an even number
of oscillators. The characteristic equation (26) becomes

( r 2k77)
N=kcoswr| 1 —e cos == . (27)
A pure imaginary solution is impossible; the eigenvalues do
not cross the imaginary axis. This solution is hence stable if
and only if kx cos w7<<0.

Configurations with A¢= = 77/2 occur in rings where
the number of oscillators n is a multiple of four. Stability is
determined by the equation

) - 2k
7sin w7 sin —. (28)
n

N=ike™

We can choose 2k7r/n=1/2. Decoupling Eq. (28) in a real
and imaginary part A=pu+io yields
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M=K sin wre 7 sin o7, (29)

o=k sin wre ™" cos oT. (30)

If ksin w7 is positive, Eq. (30) has a solution for which
0<o7<mw/2.If ksin w7 is negative, Eq. (30) has a solution
for which —7/2 <o7<0. There is hence always a root for
which « sin w7 sin 07>0, which means Eq. (29) has at least
one positive solution. A state with A¢p= = 77/2 is thus always
unstable for nonzero delay.

For other values of A¢ the solution may lose stability
through a Hopf bifurcation as we increase the delay. For
small coupling strengths a Hopf bifurcation occurs for

2
cos? Agp— (1 +Cos —W>sin2 A
n

T
=|—-+2 1+
7 (2 mﬂ.) : cos A

@31

and for

(55 +2ma)
7=|—+2mm
2

2
cos? A¢p— (1 +cos l)sinz A¢p
n

X| 1= . 32
: cos Ag (32)

When the product «7is large, we find a Hopf bifurcation
if

tan w7tan Agp= = 1. (33)

All together, we obtain a sufficient stability criterion for the
antiphase states: if

kcos(wT+A¢d) >0 and kcos(wr—Ag) >0, (34)

a state 0,(t)=wi+kA¢ is stable. The criterion is also valid as
a necessary condition in the limit of long delays and strong
couplings.

In contrast to the unidirectional ring, the delay has a
different effect on the stability of the in-phase and out-of-
phase states. If the number of elements in the ring is even,
we find two preferred states: the synchronous (A¢=0) and
the antisynchronous (A¢=1r). If the ring has an odd number
of elements, the uniform solution will be the most likely
state.

As an example, we consider a ring of three bidirection-
ally coupled Kuramoto oscillators. In Fig. 12 the different
locking frequencies are depicted as a function of the cou-
pling delay. The most symmetric solution dominates as the
branches of locking frequencies evolve over a larger range.
Moreover, while the in-phase solution is stable over the
whole branch, the out-of-phase solution undergoes a Hopf
bifurcation. The stability of the out-of-phase state is deter-
mined using Eq. (26). Figure 13 shows the sets of parameters
allowing stable in-phase and out-of-phase states. The Hopf
bifurcation point is well approximated by its large delay limit
equation (33). Further, the in-phase state is stable for a larger
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W
13+,
124
1.1¢
1.0
09N\ .
0.8

5 10 15 20
FIG. 12. The locking frequencies, as given by Eq. (24), are shown as a
function of the delay 7, for three bidirectionally coupled Kuramoto oscilla-
tors. The full curve corresponds to stable in-phase solutions, the dashed

curve to stable out-of-phase solutions. Stability was calculated using Eqgs.
(3) and (26). The coupling strength has been chosen as k=-0.3.

set of parameters than the out-of-phase state, and there are
large regions where only in-phase synchronization is pos-
sible, even for moderate coupling and delay.

A ring of four bidirectionally coupled Kuramoto oscilla-
tors can only show two different states, the symmetric (A¢
=0) and an antiphase state (A¢=r). In the latter case oscil-
lators one and three are in phase with each other, and in
antiphase with the two other oscillators. The stable frequen-
cies for these states are exactly the same as for only two
coupled elements. The same two states, with the same stable
locking frequencies, also exist if the coupling is unidirec-
tional. In contrast to the bidirectional ring of four elements,
the unidirectional ring exhibits in addition two other an-
tiphase states.

VI. DISCUSSION

Networks of coupled semiconductor lasers are of par-
ticular interest in the context of coupled nonlinear oscillators,
as they provide a well-controlled experimental test-bed, and
promise novel applications in photonics. The coupling delay
in those networks originates from the propagation time of
light or electronic signals between them, which can become
even larger than the internal intensity oscillations time scale
of a semiconductor laser. So far, only very small networks

I

0.0 0.2 04 0.6 0.8 1.0

FIG. 13. (Color online) Stable regions in parameter space, for a ring of three
bidirectionally coupled Kuramoto oscillators. Stability is calculated using
Eqgs. (24), (3), and (26). The dotted line shows the approximation of the
Hopf bifurcation point Eq. (34) The coupling is repulsive. Black: only stable
in-phase solutions exist; white: only stable antiphase solutions exist; gray:
both types of solutions coexist.
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have been studied experimentally. In particular, configura-
tions with two or three lasers have been investigated and
discussed for applications in communication using chaotic
carriers and key exchange. When two semiconductor lasers
are coupled optically, the delay destabilizes the laser’s out-
put; the emission often even becomes chaotic. For small de-
tuning and when the distance between the lasers is short, the
system exhibits multistable locking, while for large detuning
the emission shows self-sustained oscillations.”> When the
lasers are coupled on long distance, the coupling induces
complex dynami(:s.36’37 In addition, the network shows gen-
eralized synchronization: one laser is following the other
with a time lag equal to the propagation time. Even if the
lasers are operated under identical conditions (i.e., without
detuning), symmetry is spontaneously broken. For two mu-
tually coupled Kuramoto oscillators the symmetry-broken
state (the out-of-phase state) is as probable as the state pos-
sessing the full symmetry (the in-phase state). The results on
Kuramoto oscillators do not explain why the fully symmetric
behavior does not occur in laser networks; but they indicate
why the symmetry broken state is observed. In the laser net-
work a time lag is measured; in the Kuramoto network the
different states are characterized by a phase shift between the
oscillators. While for periodic signals phase shift and time
lag cannot be distinguished, the difference becomes essential
when moving to chaotic dynamics as it is found for semicon-
ductor lasers. The Kuramoto equations can be obtained as
phase reduction of the equations modelling optically coupled
semiconductor lasers; if we assume stable emission (i.e.,
constant and equal intensity and inversion for the entire laser
network), we obtain Kuramoto equations describing the evo-
lution of the phases of the electric fields of the semiconduc-
tor lasers. The natural frequency w is then the optical fre-
quency of the laser light and the coupling strength is related
to the amount of light injected in the laser cavities and to the
linewidth enhancement factor. The question then arises, as to
how far the time lags in the case of full laser dynamics are
linked to symmetry broken phase-shifted states in the Kura-
moto model.

If one element is added to the chain,38 there is, surpris-
ingly, no time lag in the synchronization between the outer
lasers, despite the long propagation times. Even if the middle
laser is detuned with respect to the outer ones, the outer
elements remain in complete synchrony with each other. We
have found the same synchronization pattern for the chain of
Kuramoto oscillators. Based on these findings, it has been
explored what the restrictions for the middle relay element
are. It has been found that in order to obtain stable isochronal
synchronization, it is sufficient to couple them through a
semitransparent mirror,” or, equivalently, to subject the two
coupled lasers additionally to suitable delayed feedback. ™’
Isochronal synchronization has also been observed when the
semiconductor lasers were coupled optoelectronically and
subject to optoelectronical feedback.! In analogy, in the
Kuramoto network of two delay-coupled oscillators with
feedback the most symmetric solution (the in-phase) is the
most likely one. However, while in the laser network (for
optical as well as for optoelectronical coupling) the feedback
and coupling delay must match closely in order to obtain
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stable isochronal synchronization, this point is not critical for
the Kuramoto oscillators.

A numerical study of a unidirectional ring and a bidirec-
tionally coupled ring of three delay-coupled semiconductor
lasers™ supports the hypothesis that there is a link between
time-shifts occurring in the dynamics of laser networks and
phase shifts between Kuramoto oscillators. While in the bi-
directional ring the output of the lasers is in complete syn-
chronization, the unidirectional laser ring shows leader-
laggard behavior. This is also what the results on Kuramoto
oscillators indicate.

Not only laser networks show similarities with the Kura-
moto dynamics. In bidirectional rings of an even number of
oscillators, two states are enhanced by the delay: the fully
synchronized state and the state where each oscillator is in
antiphase with its two neighbors. This second kind of net-
work behavior, where an oscillator synchronizes with its sec-
ond nearest neighbors, has also been found in networks of
chaotic Bernoulli maps coupled with delay,43 where it is
called “sublattice synchronization.”

Another field where synchrony may have profound im-
plications is neuroscience. Neuronal assemblies in distant re-
gions in the brain have been experimentally observed to dis-
charge synchronously, a dynamical state which has been
hypothesized to be of relevance for information processing
by the nervous sys.tem.'g‘44 It is a remarkable fact that such
zero-time lag synchrony is maintained in spite of the axonal
conduction delays accumulating along connections between
two different brain areas. Our results support the view that
given the proper topology some network motifs of oscillators
can sustain zero-lag synchrony even in the presence of sub-
stantial coupling delays. Interestingly, some cerebral ana-
tomical structures as the cortico-thalamo-cortical circuit re-
sembles the motif composed by the three -elements
interacting bidirectionally in an open chain.*® This module
has been analyzed in a previous section and observed to
naturally enhance the zero-lag synchrony of their outer ele-
ments. The approach of decomposing complex brain net-
works into motifs in order to better understand its structural
properties have been followed in Refs. 22 and 23. Here, we
suggest that the investigation of synchrony patterns observed
in complex neuronal circuits may also benefit from the study
of synchronized solutions in network motifs.

VIl. CONCLUSION

We have studied small networks of Kuramoto oscillators
with different topologies: open chains, with and without de-
layed feedback, as well as unidirectional and bidirectional
rings. For the case of open chains we have found that two
locked states are possible: synchronous states, where all the
elements oscillate in phase with each other, and out-of-phase
states, where the odd-numbered oscillators and the even-
numbered oscillators differ by half a period. If the incoming
signals are considered to scale with the degree of each node,
which is often the case in real networks, the outer oscillators
exhibit a small phase difference with respect to the inner
ones due to boundary conditions. We have paid further atten-
tion to a chain of two elements, adding feedback. Here, the
parameter ranges allowing stable out-of-phase states shrink
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considerably, while the synchronous state is stable over the
same parameter range as in the case without feedback. More-
over, the out-of-phase locked state can lose stability in a
Hopf bifurcation; a new state emerges, characterized by a
phase difference between the nodes oscillating around 7r.

Without coupling delay, the unidirectional and bidirec-
tional ring of Kuramoto oscillators show the same states with
the same stability (but with different locking frequencies).
The influence of delay is then shown to be different for both
network symmetries. While in a unidirectional ring a cou-
pling delay mainly acts as an inducer of multistability, it
additionally enhances the more symmetric behavior in bidi-
rectional rings.

In this study we have concentrated on the most symmet-
ric situations of identical individual elements. The influence
of parameter mismatch and noise, being essential for the un-
derstanding of real systems, will be addressed in the near
future. In some other networks, a small mismatch of param-
eters of the nodes was observed not to destroy synchronous
behavior completely. However, the resulting synchronization
may be weaker, as the nodes do not show exactly the same
dynamics. In an open chain of three lasers, a mismatch of the
internal laser parameters of the outer lasers results in a lower
cross correlation.”® When two lasers are mutually coupled
through a mirror, stable isochronal synchronization is pos-
sible over a large range of coupling and feedback strengths,40
but when coupling delay and feedback delay do not closely
match, only achronal synchronization is achieved. In net-
works of coupled logistic maps a parameter mismatch of the
nodes causes a dispersion around the synchronized state.'®
Our first numerical simulations with slightly detuned Kura-
moto oscillator networks indicate that the elements still show
periodic (frequency-locked) solutions, but the synchroniza-
tion is also weaker, as the phase differences differ slightly
from those of the symmetric network. Like in logistic map
networks,'® this difference tends to diminish with growing
coupling strength.

Although the simple Kuramoto oscillator networks can-
not capture the full complexity of the dynamics of many real
delay-coupled elements, some symmetry properties related to
the interconnection pattern, are already covered. Agreements
with the synchronization patterns occurring in delay-coupled
semiconductor lasers can be found; in networks where sym-
metric (in-phase) and symmetry-broken (antiphase) states are
equally probable, like for two mutually coupled elements and
unidirectional rings, a symmetry breaking is observed in the
dynamics of the laser system. In addition, if the most sym-
metric system is enhanced by the delay in Kuramoto oscilla-
tor networks, as we have found for the feedback system, for
odd-numbered bidirectional rings and between the outer ele-
ments of a chain of three, isochronal synchronization may be
observed in the corresponding laser network.

The comparison of delay-coupled Kuramoto oscillators
with neuronal and semiconductor laser networks is a first
step towards a hierarchy of models for delay-coupled net-
works of dynamical elements; this hierarchy allows us to
explore which delay-induced properties originate from the
network symmetry, which from phase or amplitude dynamics
and which effects find their origin in a particular dynamical
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feature of each individual node. Some of these questions are
left for future investigation.
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APPENDIX: APPROXIMATION OF THE HOPF
BIFURCATION POINT FOR THE ANTIPHASE STATES
IN A BIDIRECTIONAL RING

The stability of an antiphase state (characterized by the
phase difference A¢ between neighboring oscillators) is de-
termined by the characteristic equation (26),

2k
\ = k cos A¢ cos wr[— 1+ e‘“(cos —
n

2k
+ i tan w7 tan A¢ sin —ﬂ-)] (A1)

n

with 0 <k <n.

1. The limit of small coupling strength

We first explore the limit of small coupling strength «.
Assuming

N=kA = k[N + K\ + O(K2)],
THopt = To + KT| + 0(«?),

w=1-kcos Agsin 7+ O(k?),

we obtain in lowest order in «,

2k
N =cos Agpcos 7{ cos — — 1
n

2k
+isin 7sin A sin —. (A2)
n
A Hopf bifurcation occurs if 7p=m/2+mar. To find the effect
of the coupling strength « to the Hopf bifurcation delay
Thop» We determine the next order correction. Equation (A1)
becomes
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2k
N\, =cos A(,‘b(l —cos —71-)(7'1 — 75 cos Ag)
n

. . 2k
—iN Ty sin A¢psin —
n

2k
=cos Aqb(l —cos —71-)(7'1 — 75 co8 Ag)
n

+ 7, sin® A¢p sin’ %T (A3)
A Hopf bifurcation occurs if
cos® A¢p— (1 +cos %T)sin2 A
T1=1| 1 + ksin 7, cos A
(A4)

The factor « sin 7y/cos A¢ is always positive for an upper
boundary (in terms of 7) and negative for a lower boundary
for the delay time. The Hopf bifurcation in the direction
[1,exp(27i/n),...] will mark the stability boundary, as for
k=1 the factor cos® A¢p—(1+cos 2km/n)sin> A¢ is smallest.
The stability boundary is thus given by

2
cos’ Agp— (1 + cos l)sinz Ag¢
n

™
THopf=(E+m7T> 1 £k cos A

(AS)

2. The limit of long delays

Next, we explore the limit of long delays and large cou-
pling. Assuming A=«A, we obtain
2k

A =cos A¢ cos wr[— 1+ e"‘AT<cos —
n

) . 2k
+itan o7tan A¢sin — | |.
n

(A6)

We insert in Eq. (A6) a pure imaginary eigenvalue A=io,

. » 2kar
ic=cos A¢pcos wr| 1 —e™ 97| cos —
n

) . 2k
+itan w7tan Ag sin — | |. (A7)
n
If we assume ko7 is of order 1, we can neglect ¢. This leads
to

or 2km . T
=CoS — +1isin — tan w7tan A¢,
n n

el (A8)

which is solved for |tan wTtan A¢p|=1 and ko= *2k7/n.
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